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OBJECT DETECTION USING BACKGROUND SUBTRACTION METHOD FOR PICK-AND-PLACE OPERATION OF ROBOT MANIPULATOR
In the industrial automation and robotics, robots need sensors to detect working environment and collect the required information to perform the specific tasks. Nowadays, vision systems and automatic object handling are widely used in industrial production and other robotic applications. This paper presents the algorithm for object detection using background subtraction methods for pick-and-place operation of robot manipulator.
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1. Introduction

Over the past ten years, vision systems have been widely applied to the applications of robot manipulators. One of the most common applications of robot manipulators is pick and place application. In pick-and-place operation vision sensors are used to detect, localize and identify objects in workspace. Object detection is the first stage to localize and identify objects. Several methods such as optical ﬂow [1], frame difference [2], and background subtraction [3] can be used in object detection [4]. 
Optic flow is the pattern of apparent motion of objects in a visual scene caused by the relative motion between an observer (camera etc.) and a scene [5]. Optical flow method describes a two-dimensional vector, composed of the direction and time rate of pixels of two consequent frames in a time sequence [6, 7]. This method is used for particular fields such as tracking a moving object and estimating the motion of a moving object. However, this method is not suitable for real-time applications because it has a large number of calculation, sensitivity to noise, poor anti-noise performance.
The frame difference or temporal difference is the common method of detecting moving objects. In the frame difference method the presence of moving objects is determined by calculating the pixel-wise difference between two or three consecutive frames in an image sequence. Frame difference method is very adaptive to dynamic environments, but generally has a poor performance of extracting all the relevant pixels, as a result the detection of moving object is not accurate [4, 8, 9].
The background subtraction method detects the region of foreground by comparing the current image with background image. This method is suitable for motion segmentation, especially under those situations with a static, noise-free background. It is simple, but some videos with poor signal-to-noise ratio caused by a low quality camera, compression artifacts or a noisy environment, are likely to generate numerous false positives [10]. 
The main objective of the present research is to create an algorithm that can detect objects in a workspace of robot manipulator for pick-and-place application quickly and efficiently. In our case, the workspace of robot manipulator is indoor environment and assume that there will be no huge changes in background model. So the background subtraction method with simple algorithm was created to detect objects for our pick-and-place operation. To make the foreground segmentation more complete and accurate, morphological opening technique is applied in the proposed method. To trace boundaries of objects, we use Moore-Neighbor tracing algorithm. Experimental results show that our method can effectively eliminate ghosts and noise and fill the cavities of the detected object. 
2. Background subtraction methods

The basic principle of background subtraction methods is the first frame stored as the background image B(x, y). Then the current frame image ft(x, y) is compared against the background image to determine the variation between the two images. Most back subtraction methods can be summarized by the following formula:
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where τ is a threshold and gt(x, y) is the motion mask at time t. 
Several background subtraction methods have been published in recent years. Among them Basic Background Subtraction (BBS), One Gaussian (1-G), Minimum Maximum and Maximum Inter-Frame Diﬀerence (Min-Max), Gaussian Mixture Model (GMM), Kernel Density Estimation (KDE), Codebook (CBRGB) and Eigen Backgrounds (Eigen) methods were commonly used in the most works [10]. In this paper we will use the BBS method to create an algorithm for object detection and the results will be compared with the GMM method’s results.
A. BBS method


The background image is stored as a single grayscale/color image void of objects to detect. To overcome the illumination changes and background modifications, the background image can be iteratively updated as follows [10]:
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where α is a constant whose value ranges between 0 and 1. To segment out the objects, the difference of each pixel by color spaces (R, G, B) of background image and current image is calculated using the following formula:
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(1)

where dt(x, y) is the difference of each pixel at the time (t) and R, G and B are the red, green and blue channels of the pixel. After that the values of dt(x, y) are compared with the threshold value to determine whether the pixel (x, y) is the background or foreground pixel. The calculation formula is as follows.
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Choosing a suitable threshold value is important to achieve the success of object detection. Setting the threshold value too small will produce false detections, on the other hand, setting the threshold value too large will reduce the ability to detect objects. In this work, we set the value of threshold (τ) to 20. 
B. GMM method


In GMM method, the probability of observing a certain pixel value, P, at time t is described by means of a mixture of Gaussians [13]: 
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where K is the number of Gaussian distributions, ωi, t is the weight of the ith distribution at time t, µi,t is the mean of ith distribution at time t, ∑i, t is the standard deviation of ith distribution at time t respectively and η is a Gaussian probability density function: 
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where n is the dimension of the color space. In Stauffer and Grimson[13] the red, green and blue (RGB) values are assumed independent, the standard deviation for the RGB values is assumed the same and the covariance matrix ∑i, t  is calculated as:
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When the new frame incomes at times t, a match test is made of every new pixel value, Xt against the existing K Gaussian distributions. A match is defined as a pixel value which is within 2.5 standard deviations of its mean. A pixel is defined as background if it matches with the Gaussian distribution which is chosen as background, otherwise it is defined as foreground. If a pixel does not match with any of the distributions, then the least probable distribution is replaced with a distribution with the current value as its mean value, a high initial variance 
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. If a pixel matches with any of the distributions, then the parameters of the Gaussian are updated for the next foreground detection.
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where α is learning rate defined by user and Mk,t is 1 for the distribution which matched and 0 for the remaining distributions. The mean (µ) and variance (σ) for the unmatched distributions remain the same and for the matched distribution, they are updated as follows:
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where 
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When the parameters initialization is done, all the distributions are ordered based on the ratio between their peak amplitude ω and standard deviation σ. The first B Gaussian distribution which exceeds the threshold value T is chosen as a background distribution:
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where T is a threshold.
3. Proposed algorithm
This section explains the proposed algorithm into three main stages. The first stage is object extraction using background subtraction technique. The next stage is applying morphological open operation and dilation operation to get the better boundaries of detecting object. The morphological operation of opening of an input image A by a structuring element B is defined as follows:
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 The dilation of an input image A by a structuring element B, can be defined as
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After that, the Moore-Neighbor tracing algorithm was used to trace region boundaries in the image [12]. The detailed algorithm is described as follow:
1. Acquire video sequences.

2. Calculate Background Subtraction using Eq.(1).
3. Apply threshold value to detect foreground.
4. Apply morphological open operation to the image.
5. Apply morphological dilation to the image.
6. Use Moore-Neighbor tracing algorithm to detect boundaries of objects.
4. Experimental results
We tested the proposed algorithm with the video that was acquired using a fixed USB-camera (Fig.1). The experiment was performed using MATLAB on a Dual-Core 2.00 GHz CPU with 4 GB of RAM. The results of the proposed algorithm were compared with the results of the GMM method. Figure 2 shows the color input image of the workspace. Figure 3 shows the results of object detection using proposed algorithms and Figure 4 shows the results of GMM method. The processing time of proposed algorithm was 0.87s and the GMM method was 1.22s. The results clearly show that the proposed algorithm detects the objects more quickly and efficiently than the GMM method.
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Figure 1. The setting of USB-camera in the workspace.
[image: image18.jpg]



Figure 2. The input image of the workspace.
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Figure 3. The results of proposed algorithm.
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Figure 4. The results of GMM method.
5. Conclusion 
In the present research, the objects in the workspace of a robot manipulator were detected by using the BBS method and GMM method. Morphological dilation and open operations are applied to the images to remove the noises caused by lighting and environment changes. Comparing with GMM method, the experimental results show that the proposed algorithm can detect the objects more quickly and efficiently. Due to the short processing time of the proposed algorithm, it is suitable to use in real-time application like pick-and-place operation.
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